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Abstract: Smuggling of nuclear and radiological material is a complex problem that will need to be analyzed from a variety of angles in order to effectively combat something so rare, yet so hazardous. One crucial tool in the effort to detect and deter smuggling of rad/nuc materials is the radiation portal monitor (RPM)—machines that scan passengers at airports, vehicles and trains at border crossings, and shipping containers at ports throughout the world. While data from RPMs are regularly analyzed at the individual lane level to ensure monitor health and good operation, aggregate analysis of the data has not gone far beyond summary statistics such as number of occupancies and alarm rates. In particular, there are opportunities to carry out interactive exploratory data analysis with the help of tools like the R package Shiny and methods that lend themselves to the visual display of spatiotemporal correlations such as spatial PCA and detrended cross-correlation analysis. By doing so, we discover interesting spatiotemporal patterns in the data that point to specific events or anomalous moments in time that warrant further analysis.
Determining Patterns from Radiation Portal Monitor Data:
Visual and Interactive Exploratory Data Analysis

Introduction
Every year, many gigabytes of data from radiation portal monitors throughout the world are sent back to the US for analysis. In record-setting 2017, Oak Ridge National Laboratory (ORNL) received 533 GB of data from 1023 lanes in 37 countries, amounting to over 100 million occupancies (Oak Ridge National Laboratory, 2018). Such large quantities of data present many challenges, from raw data processing and cleaning to writing efficient algorithms that can take advantage of parallel computing, and finally differentiating signals from the high degree of noise inherent in such a large dataset. Yet, the opportunity to contribute to the mission of non-proliferation and a chance to advance US national security interests—while honing my big data skills—made this project particularly attractive.

Description of the Research Project
What patterns can be discerned from the RPM data, and how might those patterns assist in determining “pattern of life” information from the network of RPMs? This exciting, open-ended question forms the foundation of this research project. So far, few, if any, have attempted to look at this data with the methods of big data including parallel computation, dimensionality reduction, and interactive visualization. The data, therefore, is an untapped resource that may assist national security analysts in the fight against nuclear smuggling.
I worked with a 32 GB subset of 2017 data. From three countries with 42 sites (Figure 1) and a total of 243 lanes, including airports, seaports, vehicle and rail crossings at borders throughout the region, this subset contains nearly 6 million occupancies over a two-month period. The raw data is packaged in “daily files”, a text file from a single lane with a stream of radiation measurements at varying time increments (Figure 2). The 12,854 daily files were preprocessed in parallel to extract data on occupancies (time of day, duration, gamma alarm, neutron alarm, and average speed), detector settings, and detector faults, including gamma high and low, neutron high, RPM cabinet opened a.k.a. tamper, and tamper closed. At around nine hours using four cores, the preprocessing step can be described as painfully slow. However, this is an “embarrassingly parallel” problem in that the upper limit to the benefits of additional parallelization is the number of files being processed.

*Figure 1. Distribution of sites in the dataset. The map was chosen to keep the countries and sites anonymous. Ovals show approximate positions of the three countries.*
Some notable summary statistics of the subset follow. The overall alarm rate was 0.2%, less than the 0.7% rate for the full 2017 dataset. Around 3% of the alarms were neutron alarms, of 69% occurred at a single site. Country 2 had the highest number of occupancies, nearly 60% of the 6 million total. However, more occupancies does not necessarily mean more alarms, as Country 3 had the highest number of alarms and alarm rate (0.4%) while having the second highest number of occupancies. In large part, this is driven by airports, which have heavy traffic but low alarm counts, as naturally occurring radioactive material (NORM) is rare in that setting. Country 2 also has the highest number of faults at about 68% of the 1419 total.

One of my goals for the project was to build a visual and interactive exploratory data analysis (EDA) tool for the data. To that end, I aggregated the occupancy, alarm, and fault counts for each site at the hourly level. Using the R package Shiny, I plot the hourly counts on an interactive map where the number and type of events

Figure 2. A six-second excerpt from an RPM daily file. From top to bottom, the RPM is in gamma alarm (GA) state, indicating that gamma radiation levels are significantly above the rolling average of background levels. GS and NS are gamma scan and neutron scan, respectively, the default measurements while occupied. At the bottom, GX indicates the occupancy has been cleared.
in an hour are represented by the size and color, respectively, of a circle centered at the corresponding site (Figure 3). This allows for an informal analysis of the distribution of events over time.

To extract global and local patterns that incorporate both the event counts and information on the spatial distribution of the data, I turn to spatial principal components analysis (sPCA). Let $X$ be the $n \times m$ data matrix, where $n$ is the number of sites and $m$ is the number of variables. In our case, $m = 7$ (GA = gamma alarm, GH = gamma high fault, GL = gamma low fault, GX = occupancy, NA = neutron alarm, NH = neutron high fault, TT = tamper). Traditional PCA seeks to find a number of orthogonal linear combinations $Xv$ (known as scores) of the variables of interest that explain the directions of maximal variability, and so create lower dimensional representations of the data which can reveal hidden clustering. Here, $v$ is an $m \times 1$ vector, which in the case of the first principal component (the direction of maximal variance) is the eigenvector
with largest eigenvalue of the data covariance matrix $XX'$, where $'$ is the matrix transpose operator. Spatial PCA (Jombart, Devillard, Dufour, & Pontier, 2008) incorporates geographic information, encoded in an $n \times n$ connection matrix $L$, by finding linear combinations of the variables that optimize the product of the data variance and Moran’s $I$, a measure of spatial autocorrelation:

$$C(v) = \text{var}(Xv)I(Xv) = \frac{1}{n}(Xv)'LXv.$$ 

Moran’s $I$ will be positive when there is a global pattern in the data in which neighbors tend to be more similar to one another, and will be negative when there is a local pattern in the data where neighbors tend to be dissimilar. Thus, to extract both the global and local patterns, we seek the unit vectors $v_1$ such that $C(v_1)$ is as positive as possible and $v_2$ such that $C(v_2)$ is as negative as possible. The global and local scores, $Xv_1$ and $Xv_2$, are then calculated and visualized.

![Figure 4. Visualizing sPCA global (left) and local (right) scores. Once again, a slider allows the user to select the hour of interest and checkboxes to select the sites to include in the sPCA. Additionally, a window size greater than 1 can be used to form the data matrix as a weighted average of the counts in the hours preceding and following the selected time. The weights decay exponentially with distance in time from the selected hour. In this case, the window size is 72 hours. Two pairs of the most similar sites are given, as well as the pair of most dissimilar sites.](image-url)
Figure 4 shows one such visualization. The selected moment is unique in that while the global scores are insignificant (\( p = 0.706 \)), the local scores are significant (\( p = 0.001 \)), indicating that there are significant differences between neighboring sites. Moments of significant global patterns were not uncommon in this dataset. As nearby sites are often similar in some way (e.g., same country, same border, or same traffic type), such global patterns are no surprise, and thus local patterns are of more interest. It should be noted that regardless of whether the patterns are statistically significant or not, this method can give insight into the the structure of the RPM network, revealing the sites that are most similar and dissimilar at a given moment in time.

In this case, a closer look at the local connection network reveals a site in the southeast that appears to be quite distinct from the sites near it (Figure 5). Examining the event counts during that time revealed a high number of GL faults at that site. The faults also have an effect on other events at the site, being immediately followed by multiple tampers as operators attempted to address the issue, as well as a corresponding reduction in traffic through the site as the problematic lane was likely closed. Following the TT events, the issue is apparently resolved as there is a large spike in traffic which eventually settles back to normal levels. This example, discovered through casual interaction with the EDA app, demonstrates sPCA’s ability to highlight interesting moments in time which can then be investigated at a finer level of detail by an analyst. We obtain a better understanding of the types of challenges and pressures faced by RPM operators. In this case, a high number of unexplained GL faults seems to have seriously impacted operations at the site and led to a large
spike in traffic, perhaps an indication that careful secondary screening was relaxed in order to alleviate the backup. Site managers armed with this information can analyze the chain of events with site personnel to ensure that best practices were followed.

A second tool integrated into the Shiny app is temporal evolution of detrended cross-correlation analysis (DCCA). The goal is to single out two sites, filtering by traffic type and direction (entering or exiting the site’s country), and see how correlations between the time series of events at each site change over time. When trying to find correlations between two time series, standard cross-correlation analysis has limitations. First, if either series is non-stationary, the assumptions of standard cross-correlation analysis are violated. Second, in standard cross-correlation analysis there is no notion of multi-scale analysis in which correlations are checked at varying lengths of time. Detrended cross-correlation analysis addresses both shortcomings by splitting the time series into overlapping windows of size $s$ and locally fitting a polynomial function to each window, essentially removing any trends that exist on the timescale $s$. The residuals of these fits are retained and spliced together into a much longer detrended time series, and these residual series are then correlated (Podobnik & Stanley, 2008). The window size $s$ can be varied to examine multi-scale correlations. Moreover, we can examine correlations at specific moments in time by correlating corresponding windows of size $s$ in each of the two series (Yuan, Xoplaki, Zhu, & Luterbacher, 2016).

*Figure 6* shows one example of the use of DCCA where the occupancy and gamma alarm time series at one site are correlated. At timescales at or above one day the series tend to be strongly positively correlated. However, during the second quarter of the timeframe examined there is strong negative correlation, and a closer look at the time series reveals that gamma alarms unexpectedly bottom out and then return at a high level in spite of low traffic. Moreover, the alarms
do not track the day night cycle as they do at the beginning and end of the time series. This anomalous moment of time may warrant further investigation. DCCA provides one more tool for the analyst to discover anomalies in the data.

![Figure 6. Detrended cross-correlation analysis of occupancy and gamma alarm time series at a single site. The individual time series are shown (upper right), as well as the temporal evolution of DCCA (lower right). In the DCCA plot, the horizontal axis is time and the vertical axis is timescale. White, green, and yellow represent strong positive, strong negative, and no correlation, respectively.](image)

**Contributions Made to the Research Project**

This project is in its infancy, but I believe that I have demonstrated the potential to use this data to better understand the RPM network, to see the challenges faced by RPM operators and their responses at a high level, and to find anomalous moments in the data that may be relevant to rad/nuc smuggling. I hope that the app I developed will be improved upon or inspire new perspectives on this data.

**Skills and Knowledge Gained**

Working on this project has further developed my skills in working with big data, including parallel processing, text parsing, data cleaning, and data wrangling. This project presented the opportunity
to work with spatiotemporal data and has developed my data sense in that realm, an area in which I previously had only limited experience. Finally, building Shiny apps is a good skill for any data scientist that regularly uses R to have. I learned a great deal about Shiny and the visual display of geographic and time series data.

**Research Experience Impact on Academic and Career Planning**

Being at Los Alamos has convinced me that working at the national labs is one of the finest jobs around. I applied to this program because I wanted to get the experience of working at a national lab to see if it would be a good fit, and I have found that indeed it is. Upon graduating in December, I hope to return to the national labs and continue in the mission of non-proliferation.

**Relevance to the Mission of DHS**

Two important components of the mission of DHS are to “Prevent the unauthorized acquisition, importation, movement, or use of chemical, biological, radiological, and nuclear materials and capabilities within the United States”\(^1\) and “Safeguard and streamline lawful trade and travel.”\(^2\) I believe that this research is relevant to both missions in that it demonstrates the power of this data to illuminate operations on the ground and to uncover anomalies that may be relevant to smuggling events. A next step is to take knowledge of known smuggling events and to see how those events manifest themselves in the RPM network, if at all.
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