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Background/State of the Art Approach, Metrics and Outcomes

* Nuclear safeguards deploy many different
technologies: radiation detection, video
surveillance, seals, various NDA
measurements, inspection information,
satellite imagers, etc.

« Each technology measures a specific
property of nuclear materials or activity
related to operation of nuclear facility.

* Analysis of multi-source data in an integrated
way could improve the effectiveness and
efficiency of nuclear safeguards.

» Machine learning is a cutting-edge
technology in multi-source data analysis that
has been proven in social media and other
scientific research, and has great potentials
in nuclear safeguards.

Innovation

« We will survey the machine learning
techniques, specifically in visualization and
analysis of multi-source data and assess
their values to nuclear safeguards.

» This work will provide full pictures of
visualization and analysis technigues for
multi-source data in nuclear safeguards,
which hasn’t been done yet.

« This work will also provide a pathway of
technology development in terms of
machine learning for multi-source data in
nuclear safeguards.

R&R #: BNL-203606-2018

MAIN GOAL
A survey of machine learning technigues for

visualization and analysis of multi-source data
» A guidance for adapting and developing machine

learning techniques for nuclear safeguards

Radiation
Detectors

HOW IT WORKS
+ Work with NA-241 and the IAEA to examine data sets

from each modality.
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« Examine all the technigues that we have studied and/or

developed in the past multi-source data projects.

« Conduct literature search to study the efforts and
achievements done by other research teams.

« Develop a technical report on the survey results and
provide guidance for technology development.

Impact

* More effective and efficient nuclear
safeguards

» Detection, characterization, location
of nuclear materials

+ Characterization and verification of
operation of nuclear facilitates

+ STR 385, T.5.R1
» STR 386, SGIM-008

+ Startof FY TRL = 2
* End of FY TRL (Planned) = 2

Goals/Action Plan

Current FY

¢ Survey of machine learning techniques for
multi-source data

« A comprehensive report of this study
Future FY

« We will propose to develop machine
learning techniques dedicated to multi-
source data analysis in nuclear safeguards

Team

BNL (Nonproliferation and National
Security Department and Computational
Science Initiatives)

Principal Investigator: Yonggang Cui,

ycui@bnl.gov, (631)344-5351
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Project Categories

24.1.3.2 Containment and Surveillance
O or 2.3 Other C&S
O or

PROPOSED STATEMENT OF WORK

Abstract

In implementation of nuclear safeguards, many different techniques are being used to monitor
operation of nuclear facilities and safeguard nuclear materials, ranging from radiation detectors, flow
monitors, video surveillance, satellite imagers, digital seals to open source search and reports of onsite
inspections/verifications. Each technique measures one or more unique properties related to nuclear
materials or operation processes. Because these data sets have no or loose correlations, it could be
beneficial to analyze the data sets together to improve the effectiveness and efficiency of safeguards
processes. Advanced visualization techniques and machine-learning based multi-modality analysis could
be effective tools in such integrated analysis. In this project, we will conduct a survey of existing
visualization and analysis techniques for multi-source data and assess their potential values in nuclear
safeguards.

Mission Relevance

It is evident that the IAEA has showed interest in artificial intelligence/machine learning technology in
applications of nuclear safeguards. The interests are identified in the following areas in the IAEA
Research and Development Plan and the IAEA Development and Implementation Support Program:

STR 385, T.5.R1 — Identify, evaluate and test promising applications of robotics and machine
learning/artificial intelligence to improve the effectiveness and efficiency of safeguards.

STR 386, SGIM-008 — Surveillance Techniques. Outcome 9.) Investigated feasibility of intelligent systems
for analysing non-quantitative data, eliciting analyst conclusions, and aggregating analyst conclusion
across multiple disparate data sources in order to assist analysts in drawing broad State-level
conclusions with a measured degree of confidence.

Scope of Work

1. Overview of proposed project including a detailed description of the technology or process to be
developed.

Artificial intelligence/machine learning has been applied to many fields ranging from social media,
consumer electronics, medical health to cybersecurity and scientific research, and has shown its
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unique strength in processing large scale data sets from a variety of sources. Nuclear safeguards is
one of the applications that can potentially benefit from this technology.

In implementation of nuclear safeguards, many different techniques are being used to monitor
operation of nuclear facilities and safeguard nuclear materials, ranging from radiation detectors,
flow monitors, video surveillance, satellite imagers, and digital seals to open source search and
reports of onsite inspections/verifications. Each technique measures one or more specific
properties related to nuclear materials or operation processes. Our experience in multi-modality
data analysis indicates that, by integrating data sets that are not or loosely correlated, machine
learning methods can give much better performance (or accuracy) over traditional data analysis
methods. We believe that applying artificial intelligence/machine learning technology to the multi-
source data collected in nuclear safeguards, we can improve the effectiveness and efficiency of
safeguards process.

In this project, we will conduct a survey of machine learning techniques and identify potential
techniques with great values for nuclear safeguards applications. Specifically, we will focus on two
areas: advanced visualization techniques that can help visualize and interpret data and multi-
modality analysis techniques that can find the hidden features underneath the integrated multi-
source data sets.

Previously BNL has been funded to conduct research in both areas and has applied our techniques
to other fields of scientific research. A high-level summary of our relevant work is reported below.
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Figure 1: Two visualization methods: (left) ColorMap'° to map multivariate data to color, (right) MultiSciView
to visualize images and their attributes in level-of-details.

Visualization techniques have been known to excel at knowledge communication and insight
discovery by using encodings to transform abstract data into meaningful representations [1]. It can
be adopted to visualize and evaluate the raw and analyzed data [2], but also be integrated with
complex analysis models for better understanding and diagnosis [3]. For multi-source data, the
capabilities of data integration, multivariate data exploration, correlation analysis and machine
learning model visualization are indispensable. Our team has been funded by DOE and the BNL
LDRD program to develop tools for implementation of all these functionalities. Specifically, we
developed ColorMap"® [4] to map multivariate data to color (Fig. 1 left) and solved the challenge of
integration of images of multiple features into a single pseudo-color one. A feature similarity-based
approach was provided to reduce the data redundancy and present meaningful mapping to reflect
the data correlation. We also developed MulSciView [4], a cross-data spaces visualization and
exploration method to understand datasets from a number of experiments. We devised a multi-
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level scatterplot to allow smooth zooming across data and attribute spaces (Fig. 1 right). Attribute
correlation analysis and filtering were also linked to the scatterplot for further analysis. Moreover,
we developed a visual analytics approach to learn and understand heterogeneous datasets using
hypergraph [4]. This approach can show high-order relations in structural data from multiple
sources and enables the users to validate learning model such as classification interactively. Finally,
we developed a visualization framework to show the evolution of training in multiple levels of
details of a neural network [4] so that multifaceted features learned in the training process can be
visualized in overview, layer and neuron details.

Machine Learning

Multi-modality
Data Analysis

Normalized GHI

== =23
Numerical Weather Forecast

Figure 2: Machine learning algorithm for multi-modality data analysis that integrate cloud images, irradiance
sensor readings and weather forecast information to forecast generation of solar energy at a grid-tied solar
farm.

In terms of multi-modal data analysis, we are able to fuse various sources of information into
prediction, classification and causal inference tasks. Multi-modal data analysis can be done in
various ways such as feature extension [11, 12, 13, 14], Bayesian approach [9], multi-kernel learning
[10], multi-task learning and representation learning [8], etc. Our earlier work includes combining
text mining with social network analysis for email prioritization [11], so that we can infer the social
importance from social network analysis and email message importance from text analysis. By
combining social feature with text analytics, our work significantly boosted email prioritization
accuracy with very few numbers of training examples. In another use case, we integrated Numerical
Weather Forecasting, solar irradiance sensors, and ground-based sky images to improve the
predictability of confined view of ground-based sky imagery system [12,13], which significantly
boosted prediction accuracy (Figure 2). In causal analysis, to suppress noises in causal inference
from biological systems, we adopted a Bayesian approach to integrate two-modality information
and got significantly better causal discovery [9]. In this case, one modality mainly provides the
crucial causal inference information and the other modality complement uncertain cases of causal
inference, so that the additional modality information can be used for clarification as a Bayesian
prior. In addition, we have done multi-modal brain image analysis using functional MRI (Magnetic
Resonance Imaging) where we combined brain morphometry, brain connectome and clinical data to
predict dementia [14]. Our method proved that multi-source data analysis was able to improve the
classification tasks better than sole brain connectome study.
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In this project, we will extend our research to nuclear safeguards. We will use our experience and
knowledge in this field to survey the machine learning techniques that could potentially be applied
to nuclear safeguards and assess their values in this specific application.

2. Description of project trajectory events, including overview of tasks, milestones, deliverables, and
decision points

Task 1: Identify the IAEA’s priorities in data analysis for nuclear safeguards

We will consult with NA-241 and the IAEA to learn the data sources for each nuclear safeguards
scenario including data format, volume and features of interests. We will also work with the IAEA to
identify the use cases of high priorities. The information will help us define the scope of our survey
and identify visualization and intelligent data analysis techniques that may benefit this application.

Task 2. Survey of visualization and multi-modality data analysis techniques

In this task, we will conduct the actual survey. Given the information from Task 1, we will examine
our past and ongoing projects in the fields of visualization and multi-modality analysis. We will
evaluate the similarities of data sets and features between these projects and the nuclear
safeguards application and assess the values of visualization and machine learning techniques in this
specific application. In addition to looking at our internal projects, we will expand the scope of the
survey to cover techniques developed by other research teams by conducting literature search.

Task 3. Generate a technical report

In this task, we will generate a final report for the project. In the report, we will summarize all the
techniques under the survey and generate a matrix to compare their potential utilities in nuclear
safeguards. Based on the comparison results, we will recommend the best candidate techniques
that may fulfill the requirements of nuclear safeguards and provide suggestions to improve the
nuclear safeguards implementation so that it can take advantages of the innovative techniques to
the most extent.

Participating Laboratories

Principal Investigator Table

Lab Program Manager Principal Investigator PI’s Email Pl’s Phone

BNL Peter Vanier Yonggang Cui ycui@bnl.gov (631)344-5351

Summary Table

Task Event Type Event Title Responsible Event Date
No. Lab
1 Milestone Meeting with the IAEA to identify data sources and BNL 12/15/2018
priority use cases
Deliverable A report to summarize the meeting outputs BNL 12/31/2018
2 Milestone Complete survey of visualization techniques for BNL 07/31/2019
multi-source data
Milestone Complete survey of multi-modal data analysis BNL 07/31/2019
techniques
3 Milestone Complete the final technical report BNL 09/30/2019
Deliverable Final technical report BNL 09/30/2019
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